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. Community detection on Evolution Graphs. NIPS 2016

. Stochastic Block Transition Models for Dynamic Networks. AISTATS 2015
. Integrating Community and Role Detection in Information Networks.

Izhou Sun group).

.Graph Clustering Block-model and model free results. NIPS 2016.
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. Community Detection on Evolving Graphs. NIPS 2016.
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Background

Clustering algorithms based on dynamic networks(graph stream)
» FacetNet[Yu-RL et al. WWW’08]
» A particle-and-density ~~[Yuan et al. CIKM’13]
» Based on skeletal (Pei L et al. ICDE’14)
» Local Weighted-Edge-based Pattern(LWEP)[ICDM’13]



Background

Clustering — —static networks

averlapping communities
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Clustering——dynamic networks(slow evolution
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Clustering——dynamic networks(graph steam) u

Initial Given agraph G = (E,V)

Time evolution New nodes, and new edges are added/deleted to

the graph.

Notice : as time increasing, new edges may be same with older

edges in different time. (Data set like DBLP).
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Clustering based on based on
dynamic networks



Clustering based on dynamic networks
FacetNet

Basic Idea: communities not only generate evolutions, they also are

regularized by the temporal smoothness of evolutions.

Method: it will discover communities that jointly maximize the fit to

the observed data and the temporal evolution via NVIF.
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G, (original graph) G, G,(current)
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FacetNet(detail)

The community structure provides evidence about community evolutions
and at the same time, the evolutionary history offers hints on what

community structure is more appropriate.

Construct cost function:

cost=a-CS+ (1 —a)-CT

/ \

Snapshot Cost History Cost



Clustering based on dynamic networks

FacetNet(detail)
——Snapshot Cost

(Where ¢4, ¢, is clusters. py is prior probability)
Wij ~ Zznzl Pk Pk—i*Pk—j ‘ W = AX’I\;\;{T

~~ =

CS = DIW| XAXT)
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FacetNet(detail) V

——Temporal Cost

Preventing unreasonably dramatic community evolution from time t-1 to t.

The community structure is captured by X A

Y = X1 A:—1 (Y :community structure at t-1.)
CT = DY || XA)

Assumption: the number of communities is fix.
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FacetNet(detail) U

XAX") 41— a)- PIY||XA)

cost = - D(W

‘ Wiz - Nk Ty ,
Tik < Tik * 200 - E — + (1 — ) - yik
' ' ~ (XAXT); ( ) i

then normalize such that Z et —:1: Vk

Wij * Lik * Tjk 2
Ak = Ak - Z (j‘(z'\AX’T)w]' Tl =) Z .

] i
then normalize such that E A =1,
k
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FacetNet(extensions) V

Inserting and removing Nodes:

operation of matrix(remove or insert rows).

Changing community numbers:

deviation between the change for edges among communities

by = AV V) AV V)

k=1

AV, Va) = Xicv, jev, Wii

Soft Modularity Qs to get m(clusters)

Optimize : Q. =T'r [(D—IXA)TI-V(D—1XA)]

~1TTwh(D'XA)(D XN TWT
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FacetNet(extensions) U

If the number of cluster is change, estimating members of clusters.

cost=a- DIW| XAXT)+ (1 —a) - D(Z|XAXT)
/ 7 =& ale aXL4 I

Compare structure of networks
instead of community structure.

. Z (a-wij + (1 —a) - zi5) - Ak - Tjk
kT (AT )55

then normalize such that E T — 1, Vk

(1 — a) g s % e,
X e—..X J J
e E: (XAXT);;

then normalize such that E A =:1.
k
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A Particle-and-Density Based Evolutionary Clustering Method for Dynamic Networks
[VLDB’09](Jiawei Han group)——P&D(shorted)

View: observing objective edges over time instead of snapshot at special time.

Basic Idea: To collect lots of particles (a) called nano-communities and a
community as a densely connected subset of particles, called /-KK (b) that
guide the trend of evolution. In order to get local clusters, a density-based

method is proposed by using optimal modularity (c) .
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P&D &/

(a) nano-communities (observing the trend of evolution)

Definition 2. The nano-community NC'(v,w) of two no-
desv € V;_1 and w € V; is defined by a sequence [N (v), N(w)]
having a non-zero score for a similarity function I : N(-) X

N() — R.

1 ifve N(w) and w € N(v)
0 otherwise

I'e(N(v), N(w)) = {

G, G,(current)
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P&D U

(b) I-KK

time

A\ 4

(a) a biclique A3

Definition :

A community of /-KK is definitely the densest one among
all communities of the same partite sizes.

To measure the similarity between I-KK.

LBy _q 4!
Var, 1 11V, |

2|Eny, |

O (Me) = IV, [(IVar, 1-1) Ox(Bi-1,t) =
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P&D &/

(c) clustering(at a snapshot)

Basic idea: for a snapshot, community structure reflects not only
on current edges, but also historic structure. Because evolution
network is smooth.



Clustering based on dynamic networks

P&D
(c) clustering(at a snapshot) 53 t
v (4
w w
(@) case 1
t-1 t t-1 t
oy ® G :
_________________________
(c) case 3 (d) case 4

d; (v,w) =a-{do(v,w) —di—1(v,w)} + di—1(v, w)

di(v,w) = a-do(v,w) + (1 —a)d;_,(v,w)

do (v, w) denote distance between nodes at t



Clustering based on dynamic networks

P&D

(c) clustering——density-based clustering

di(v,w) = a - {do(v,w) — di—1(v,w)} + di—1 (v, w)

02('0, w) =a-{o(v,w) —o—1(v,w)} + or—1(v, w)

IN(v) N N(w)|
VTN )] % [N (w)]

o(v,w) =

@



Clustering based on dynamic networks

DBSCAN

Definition 3. The s-neighborhood N:(v) of a node v €
Vi is defined by N:(v) = {x € N(v) | o¢(v,x) > & }.

Definition 4. A node v € V; is called a core node w.r.t.
g¢ and pe if |[Ne(v)| > pe.

Definition 5. A node = € V; is direct reachable from a
node v € V, w.r.t. £, and p, if (1) v is a core node and (2)

x € Ne(v).

iti . node v; + 1s reachable from a node
Definition 6. A node v; €1
v; € Vi w.r.t. ¢ and pq if there is a chain of nodes v;, vit1. ...,

vj—1,v; € Vi such that v,11 is direct reachable from wv;
(i < ) wor.t. ¢ and puy.

Definition 7. A node v € V; 1s connected to a node w &
Vi w.r.t. ¢ and pq if there is a node x € V; such that both
v and w are reachable from = w.r.t. = and p..

Modularity = Clustering
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Incremental cluster evolution tracking from highly dynamic network data
[ICDE’14]

Basic Idea: Authors want to observe network evolution from
subgraph view, which summarized via skeletal graph in fading time

window as time pass.

_____________________________________________________ n
. &
AGH-I --------------------- > r+1
"| Tracking Module
; r H
G ACHI > Cr-
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Processing: U

Skeletal Cluster Skeletal Graph Dynamic Network
i - c o
g? | %5{ o) | w
Ske | \-Gen Ske| Gen Ske

k (3) 2
(e |

____________________

e
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(1) Networks construction(weight of edge)——G; U
|p N p; |
Sr(pi,pj) = =

Where p; is node i, p}* is neighbors of node i, p} is timestamp.
If Sp(pi,pj) > A, then build edge.

(2) Skeletal network construction——G, = Ske(G,)

Definition 3: Given a post p = (L, 7,a) in post network
+¢(Vi, Ey) and similarity threshold =, the priority of p at
moment t (t > p” ), is dehned as

w(p) = T z SF(p,q) (2)
_ qEN(p ]
where N (p) is the subset of p’s neighbors with Sg(p.q) > ¢
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Node: U

e A post p is a core post if w'(p) >4

o It is a border post if wt(p) < b
one core post g € N (p):

e [t 1S a noise post if 1t is neither core nor border, 1.e.,

wt(p) < 6 and there is no core post in N (p).

ut thele exists at least
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Node: U

e A post p is a core post if w(p) > §:
e It is a border post if w)g))c< 0 but there exists at least

one core post ¢ DB AN
e [t 1S a noise post il 1t 1s neither core nor border, 1.e.,

wt(p) < 6 and there is no core post in N (p).
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Node: U

e A post p is a core post if w(p) > §:

e It is a border post if w*(p) <  but there exists at least
one core post g € N (p):

e [t 1S a noise post if 1t is neither core nor border, 1.e.,
wt(p) < ¢ and there is no core post in N(p).

Edge:
Core posts connected by edges with similarity higher

than € will form a summary of G,(V,,E,), that we call the

skeletal graph.
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Processing: U

Skeletal Cluster Skeletal Graph Dynamic Network
/ \ = Clu / \
& ) (5, e G ) |
(=@
Ske | \-Gen (3) Ske I Gen Ske
=Nl P I~V V-
i S |« (2)
e o4 | b | N

____________________
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Definition 5: Given G4(V;.E;) and the corresponding
skeletal graph G (Vt.Ft), a skeletal cluster C' is a connected
component of Gy. A post cluster is a set of core posts and
border posts generated from a skeletal cluster C', written as
C' = Gen(C), using the following expansion rules:

e All posts in C' form the core posts of C.

e For every core post in C', all its neighboring border posts

in G; form the border posts in C.

C = Gen(C)/
I

I
|
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Update Networks U

v Initial network G, get G (skeletal), C (cluster skeletal), C(clusters
generated by cluster skeletal).[choose a time window]
v' Add node i, update G,

IpE N pk|

P UpE| - T H

Sr(pi,pj) =
i

— B 1 '
GO wt(p) = —— Z Sr(p,q)

elt—p7| =
qe"\l(p) -y

-

v Capture network evolution
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Dynamic Community Detection in Weighted Graph Streams
[ICDM’13 ](Philip S. Yu group)
Local Weighted-Edge-based Pattern(LWEP)

Basic Idea: In order to detect communities under network stream, there
arrange two parts to handle the task: online and offline.
Online component : maintains the statistics top-k neighbors and top-k
candidate that identify activity of nodes.
[capture real-time information]
Offline component : find local pattern based on top-k neighbors lists.

[identify patterns]
Method of clustering : maintain small clusters(Local Weight-Edge-based

Pattern, LWEP) based on similarity and further,

clustering small clusters.
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» In order to detect clusters, authors want to find local pattern (density)
and then clustering those local dense area.

» In order to maintain those local dense area, authors hope to maintain
edges with the highest weights based on dynamic graph.

» How to maintain those edges with the highest weights?
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Scenario

(a) Initial graph G (b) Incremental graph G (c) Accumulated graph Gy

Basic structure :

Weight of edges(decay function)

- :
th‘_wt gl )'1‘%]
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Similarity between nodes: U

Wo Jaccord distance
with weighted

/

A ZvjEWN(vi) WJN({vivUj})

¥

Threshold WT( 'ui)

[WN(v*)]

Get local pattern, called (LWEPs)
-------------------- MR FFLE -----—--—==—=="=-"=----"

How to maintain LWEPs in the graph ]
stream processes?
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Top-k nodes selection U

Main Idea: the computation of LWEPs mainly relies on the neighbors with
the highest weights. If we can preserve a small set of highly
weighted neighbors, no significant information will be lost. That is,

we have the following neighbor selection principle.

Wy vV For node v :
Top-k neighbors:
Wy, Wy,
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If just store top-k neighbors with the highest weights, new edges

will be lost when its weight is less than all top-k neighbors’.

Top-k neighbors Top-k candidates

Store candidates
Store the neighbors with

neighbors with weight
the highest weights.

less top-k’s.

™._ Overtime _“7

‘ In order to decrease memory.

Introduce time window.
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Local structure detection (LWEP) U

.3 ZvjEWN(vi) WJN({vi’Uj})
[WN (v?)]

Threshold W T (v")

For each node: w%® = maX(Uj,w.i?j)ewN(vi){wi,j}

‘ Which edges need to count?

Pick out edges with high weight form top-k neighbors and

top-k candidates after updating.

\ 4

Cluster generation —— merge local patterns(similarity)

Overl!ll!
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FacetNet More feasible
P&D More fast
XXX(increasing) More
XXX(graph stream)

\ 4
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